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1. Statistical problem

Generally the problem looks as following. On a large time interval [−T, T ]
we observe a process Y (t),

dY (t) = s(t)dt + dX(t), (1)

where an unknown function s belongs to a given set L∗,

L∗ ⊂ L2
loc,

X(t) is a zero-mean gaussian process with stationary increments and the spec-
tral density f . The spectral density f of the noise process is unknown and
belongs to a given class of nonnegative functions K .

To estimate an unknown function s one makes observations (for some col-
lection DT of smooth functions ϕ supported on interval [−T, T ])

y[ϕ] = s[ϕ] + x[ϕ],
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and constructs an estimator ŝT , based on these observations. Here we set

y[ϕ] =
∫

IR1

ϕ(t) dY (t),

and define by the same way variables s[ϕ] and x[ϕ] for ϕ ∈ DT .
We denote by L the Banach space of locally square integrable functions

with the norm ‖s‖2L :

‖s‖2L = sup
x

x+1∫

x

|s(t)|2 dt,

and assume that L∗ ⊂ L .
An estimator ŝT (·) is FT−measurable random element of the space L

such that ŝT ∈ L∗. Here the σ−algebra FT is defined by

FT = σ {y[ϕ], ϕ ∈ DT } .

The set of all such estimators we denote by S (T ).
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Consider as the risk function of an estimator ŝT for s

R (ŝT ,L∗) = sup
s∈L∗

Ef ‖ŝT − s‖2L ,

and minimax risk

R (T, L∗) = inf
bsT∈S (T )

R (ŝT ,L∗) .

For a given estimator ŝ ∈ ST , we can take the ratio

ρ(ŝT , T, L∗, f) =
R (ŝT , L∗)
R (T, L∗)

,

in order to compare an estimator ŝT and the minimax estimator. Our goal is
to construct an suboptimal estimator ŝT such that, for sufficiently large T

ρ(ŝT , T,L∗, f) ≤ C(K , L∗).
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2. Parametric set L∗

For a countable set Λ ⊂ IR1 (which will be called spectral set) denote

κ = κ (Λ) = inf
u,v∈Λ,u6=v

|u− v| > 0.

Consider Stepanov class L (Λ) locally square integrable functions

s(t) =
∑

u∈Λ

a(u)eitu,
∑

u∈Λ

|a(u)|2 < ∞.

Paley R. and Wiener N. proved, that under the condition κ (Λ) > 0

C1

∑

u∈Λ

|a(u)|2 ≤ ‖s‖2L = sup
x

x+1∫

x

|s(t)|2 dt ≤ C2

∑

u∈Λ

|a(u)|2

where C1, C2 depend only on κ.
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It may be proved that the Banach norm || · ||L is topologically equivalent
on L (Λ) to the Hilbert norm || · ||L2(−T,T ),

||s||2L2(−T,T ) =
1

2T

∫ T

−T

|s(t)|2 dt

for sufficiently large T : T > T0(κ).

As the parametric set for unknown function s we consider the subset L∗
of the space L defined by

s(t) =
∑

u∈Λ

a(u)eitu,
∑

u∈Λ

|a(u)|2(1 + |u|)2β < C.

Let β = r + α, where r > 0 is an integer, and α ∈ (0, 1). For analytical goal
it is convenient to use seminorm

‖s‖β =

∞∫

−∞

∥∥s(r)(t + y)− s(r)(t)
∥∥2

L2
[−T, T ]

|y|1+2α
dy
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3. Class K of spectral densities

We define the class K = K (K) of nonnegative functions by

λ(f) = sup
I

1
|I|

∫

I

f(u) du× 1
|I|

∫

I

1
f(u)

du ≤ K < ∞, f ∈ K .

Here supremum is taken over all intervals I.
We try to explain the choice of the class K . Suppose we observe on interval

t ∈ [−T, T ] unknown function

s(t) =
∑

u∈Λ

a(u)ϕu(t),

in stationary noise:
dY (t) = s(t)dt + dX(t)

with spectral density f . In our case

ϕu(t) = eitu.
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The reasonable estimator âT (u) for unknown coefficient a(u) is defined by

âT (u) =
1

2T

T∫

−T

ψT
u (t) dY (t) = a(u) +

1
2T

T∫

−T

ψT
u (t) dX(t).

Here {ψT
u (t), u ∈ Λ} – is the system of conjugate function,

1
2T

T∫

−T

ψT
u (t)ϕv(t) dt = δu,v.

So, we have observations

âT (u) = a(u) + Xu, u ∈ Λ,

where Xu, u ∈ Λ is zero mean gaussian process, and we have to estimate vector
(a(u), u ∈ Λ). The key point for our choice of the class K of spectral densities
is the following result.
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Proposition 1. Suppose f ∈ K , κ > 0, then

E


Xu −

∑

v 6=u

b(v)Xv




2

≥ C(κ,K)EX2
u.

Now we take a function ϕ(t), supϕ ⊂ [−T, T ],

T∫

−T

ϕ(t)ϕu(t) dt = 0, u ∈ Λ (∗)

and consider the observation

ξ =

T∫

−T

ψT
u (t) dY (t) =

T∫

−T

ψT
u (t) dX(t) = X[ϕ].

We add the observation ξ to the system {âT (u), u ∈ Λ}. In the case as ξ
and {âT (u), u ∈ Λ} are independent we have not any new information about
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unknown vector (a(u), u ∈ Λ).

Denote

HΛ = sp {Xu, u ∈ Λ} , H0 = sp {X[ϕ], supϕ ⊂ [−T, T ], ϕ satisfies (∗)}

In order to control minimax risk in general case, when we use for estimat-
ing only vector (âT (u), u ∈ Λ), we need to know, that the unit ball of HΛ

separated from the unit ball of H0.

Proposition 1. Suppose f ∈ K , κ > 0, then there exists constant
C(K, κ) > 0 such that, for X ∈ HΛ and ξ ∈ H0,

E (X − ξ)2 ≥ C(K, κ)EX2.
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4. Suboptimal estimator

At the beginning we consider an example as we observe

y = θ + X, X ∈ N(0, σ2), |θ| ≤ τ.

In this case the risk RL of linear estimator

θ̂ = y
τ2

τ2 + σ2

may be calculated, and

RL =
τ2σ2

τ2 + σ2
.

It is well known (Ibragimov, Hasminskii), that there exist absolute constant
µ such that, for minimax risk R,

RL ≤ µR.
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Now we take the estimator

θ̂ =
{

y, |y| ≤ τ
τ, else.

Risk R(θ̂) of this estimator satisfies to

R(θ̂) ≤ 8
τ2σ2

τ2 + σ2
.

Now consider our problem. Suppose we have observation

âT (u) = a(u) +
1

2T

T∫

−T

ψT
u (t) dX(t), u ∈ Λ,

and the parametric set is defined by
∑

u∈Λ

|a(u)|2 (1 + |u|)2β ≤ C.
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Let R be the smallest positive value such that
∑

u∈Λ, |u|≤R

|âT (u)|2 (1 + |u|)2β ≥ C.

We take as estimator ŝT for s the function

ŝT =
∑

u∈Λ, |u|≤R

âT (u)eiut. ∗∗

Theorem. Suppose that κ > 0, and

λ(f) = sup
I

1
|I|

∫

I

f(u) du× 1
|I|

∫

I

1
f(u)

du ≤ K < ∞,

then there exists constant C(κ, K) such that for sufficiently large T

R (ŝT , L∗) ≤ C(κ,K)R (T, L∗).
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